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FOR LINEAR TO NONLINEAR
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ANSWER : 
NO !



FROM LINEAR TO LINEAR
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THE TWO MODELS
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̂f(x) =
P

∑
i=1

aiσ ( ⟨Θi, x⟩
D )

̂a = arg min
a∈ℝP [ 1

N (y − aZ⊤)2 +
Pγ
D

∥a∥2
2]

Zμ
i = σ

⟨Θi, Xμ⟩
D

∈ ℝN×P, Σ =
1
N

Z⊤Z ∈ ℝP×P
X ∼ 𝒩(0,1) ∈ ℝN×D

y = f ⋆(x) + ϵ

ϵ ∼ 𝒩(0,1/SNR)

ℒg = 𝔼
x [(f(x) − ̂f(x))

2]

DATASET

Random teacher 
Student trained by GD



EVIDENCE OF TRIPLE DESCENT
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ANALYTICAL DESCRIPTION
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N, D, P → ∞,
D
P

= ψ = 𝒪(1),
D
N

= ϕ = 𝒪(1)

η = ∫ dz
e−z2/2

2π
σ2 (z), ζ = [∫ dz

e−z2/2

2π
σ′ (z)]

2

r =
ζ
η

HIGH-DIMENSIONAL LIMIT

DEGREE OF LINEARITY



ANALYTICAL SPECTRUM
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Z = σ ( XΘ⊤

D ) → ζ
XΘ⊤

D
+ η − ζW, W ∼ 𝒩(0,1)

ρ(λ) =
1
π

lim
ϵ→0+

ImG(λ − iϵ), G(z) =
ψ
z

A ( 1
zψ ) +

1 − ψ
z

A(t) = 1 + (η − ζ)tAϕ(t)Aψ(t) +
Aϕ(t)Aψ(t)tζ

1 − Aϕ(t)Aψ(t)tζ

[Pennington & Worah 2017]
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ANALYTICAL SPECTRUM
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N=P GAP SURVIVES N=D GAP IS REGULARISED



BIAS AND VARIANCES
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NOISY NOISELESS

LINEAR PEAK  
CAUSED BY NOISE

NONLINEAR PEAK 
CAUSED BY NOISE & INIT

NONLINEAR PEAK 
SURVIVES IN ABSENCE OF NOISE



EFFECT OF REGULARISATION
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VANILLA ENSEMBLING REGULARIZING



TIME DEPENDENCE
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THE NONLINEAR PEAK FORMS AT LATE TIMES



EFFECT OF NOISE AND NONLINEARITY

14

LINEAR PEAK IS WEAKER FOR RELU



STRUCTURED DATASETS
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LINEAR AND NONLINEAR PEAK 
ARE MERGED TOGETHER

SHIFT FROM LINEAR TO NONLINEAR 
DURING TRAINING


